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Overview
Pertanika Proceedings is an official proceedings published by Universiti Putra Malaysia. It is an open-
access conference proceeding series that covers various research fields. The proceeding series is a 
quarterly periodical that considers for publication of original articles as per its scope. It publishes 
scientific outputs independently, neither accepting nor commissioning third party content.

Proceedings papers selected by the conference committee are subjected to thorough double-blinded 
peer-review process. Subsequently, accepted quality papers are submitted to Pertanika for rapid 
processing and publication in the Pertanika Proceedings. Upon publication on Pertanika platform, the 
research output is readily available with free and unlimited access to audience.

Recognized internationally, Pertanika is committed to providing high-quality services for conference 
papers and making scientific output widely available. You can utilise our experience and services to 
transform your conference publication into a globally accessible scientific work.

Scope
Pertanika Proceedings covers wide range of scope in the field of science, and social sciences and 
humanities. Area relevant to the scope are agricultural sciences, biological sciences, marine sciences, 
applied sciences and technologies, chemical sciences, earth sciences, engineering sciences, environmental 
sciences, information, computer and communication technologies, material sciences, physical sciences, 
medical and health sciences, mathematical science, architecture and habitat, consumer and family 
economics, education, consumer law, media and communication studies, political sciences and public 
policy, population studies, psychology, sociology, tourism, arts and culture, dance, language and 
linguistics, literature, music, philosophy and sports.

Aim
Pertanika aims to provide a fast, versatile, and cost-effective publication service for proceeding papers.

Vision
Our vision is to publish scientific output of international repute.

Mission
It is our mission to bring the highest quality research to the widest possible audience.

Quality
Pertanika aims for excellence, sustained by a responsible and professional approach to journal publishing, 
inclusively imposing the same approach to the proceedings publication. Publications are guaranteed 
within 90 working days upon documents and materials completion. We are committed in providing fast 
track platform for quality conference papers.

Publication Policy
Pertanika policy prohibits an author from submitting the same manuscript for concurrent consideration 
by two or more publications. It prohibits as well publication of any manuscript that has already been 
published either in whole or substantial part elsewhere. 

Code of Ethics
Pertanika and Universiti Putra Malaysia take seriously the responsibility of all its publications to reflect 
the highest publication ethics. Thus, all involved parties in the publication scene with Pertanika are 
expected to abide by the Pertanika’s codes of ethics. Refer to Pertanika’s Code of Ethics for full details, 
available on the official website of Pertanika.
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Preface
Universiti Putra Malaysia organized the 4th Applied Informatics International Conference 
(AiIC2024), themed “Leveraging Artificial Intelligence and Emerging Technologies in 
Applied Informatics.” The conference was held at The Everly Hotel in Putrajaya from October 
2nd to 3rd, 2024, and featured presentations of papers related to the conference theme.

The conference aimed to elevate research and innovation in Applied Informatics to an 
internationally recognized level by promoting collaborations between researchers from 
academia and industry. The papers presented at the conference focused on how artificial 
intelligence (AI) is applied within the informatics domain to analyze, interpret, and derive 
insights from data. These insights address specific challenges and enhance decision-making 
processes across various fields. The conference papers have since been transformed into 
scholarly articles in the Proceedings of AiIC2024. This publication aims to inspire scholars, 
researchers, and practitioners to explore potential research areas that can be developed further, 
enhancing our understanding from fundamental and practical perspectives.

We would like to take this opportunity to express our gratitude to our sponsors, the committee 
members, and the management of the Faculty of Computer Science and Information 
Technology at UPM, along with everyone involved in AiIC2024, for their unwavering 
support. Additionally, we want to acknowledge UPM Press and the team at Pertanika for 
their assistance in our academic endeavors and for facilitating the publication of the papers. 
Thank you. 

Guest Editors
Yusmadi Yah Jusoh (Assoc. Prof. Ts. Dr.)
Rozi Nor Haizan Nor (Ts. Dr.)
Masrah Azrifah Azmi Murad (Assoc. Prof. Dr.)
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A Conceptual Model of Diagnostic System for Monitoring 
Stingless Bee Colony Rehabilitation 

Yang Lejing1, Rozi Nor Haizan Nor1*, Yusmadi Yah Jusoh1, Noreha Abdul Malik2, 
Wan Nur Asiah Wan Mohd Adnan3

1Department of Software Engineering and Information Systems, Faculty of Computer Science and Information 
Technology, Universiti Putra Malaysia (UPM), 43400 Serdang, Selangor, Malaysia
2Department of Electrical and Computer Engineering, Faculty of Engineering, International Islamic University 
Malaysia (IIUM), 53100 Gombak, Selangor, Malaysia
3Department of Plant Protection, Faculty of Agriculture, Universiti Putra Malaysia (UPM), 43400 Serdang, 
Selangor, Malaysia

ABSTRACT

The role of stingless bee colonies in ecosystems is crucial, especially their contribution to pollination. 
However, these bee colonies face multiple threats, such as disease and environmental changes, which 
could affect their health and numbers. Therefore, it is particularly important to monitor and maintain 
these colonies to support the stability of the ecosystem and the sustainable development of agriculture. 
To address this challenge, this paper proposes a new diagnostic system model designed to monitor 
and promote the rehabilitation of stingless bee colonies. Model of a diagnostic system for monitoring 
the stingless bee colony rehabilitation. The system uses a DHT11 sensor to monitor temperature and 
humidity, a load cell to track the hive’s weight, and a force sensor to detect pressure or possible intrusion. 
Preliminary results show that the system can effectively capture key environmental parameters, 
providing valuable insights into the rehabilitation process. The findings provide avenues for further 
research and development of more robust monitoring solutions. This study’s key contribution is 
combining advanced electronic information engineering techniques with ecological knowledge 
from previous literature. The proposed conceptual framework is an application of technical tools and 
a comprehensive approach to understanding and protecting these important ecosystem components. 
The findings highlight the importance of environmental factors for stingless bee rehabilitation and 

overall colony health. Environmental parameters 
such as temperature, humidity, and air quality are 
critical to the survival and development of bee 
colonies, directly affecting their reproduction, 
food supply, and disease transmission.

Keywords: Colony rehabilitation, diagnostic system, 
disease image processing, environment, machine 
learning, stingless bees
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INTRODUCTION

Meliponini (Apidae: Meliponini) are important pollinators in tropical and subtropical 
regions and contribute to agriculture and biodiversity (Jaffe et al., 2015; Toledo-Hernandez 
et al., 2022). They are adaptable, reproducible, and produce economically valuable products 
such as honey and propolis (Toledo-Hernandez et al., 2022). However, habitat loss, 
pesticides, climate change, and disease threaten stingless bee populations (Gilbert, 2016; 
Hashim et al., 2022), requiring ongoing management and protection. To monitor stingless 
colonies, studies have employed non-invasive methods such as analyzing honey, pollen, 
and propolis, using techniques such as acoustic signals, thermal imaging, Radio-Frequency 
Identification (RFID) tags, and others to assess population health and productivity (Anuar et 
al., 2020; Hrncir et al., 2019; Nunes-Silva et al., 2019). However, these methods are costly 
and have poor accuracy, so more economical and accurate techniques are needed. This paper 
proposes a stingless beehive monitoring system that combines sensors, image processing, 
and machine learning, aiming to provide beekeepers and researchers with immediate 
and accurate hive health information, promoting early intervention and management 
optimization. The system adopts a Model-View-Controller (MVC) architecture to efficiently 
process and manage data (Schneider et al., 2012).

LITERATURE REVIEW

Recent research has focused on managing and conserving bees and stingless bees. Bilik 
et al. (2021) developed a real-time visual diagnostic system to monitor bee colony health; 
Jaffe et al. (2015) explored management practices to optimize stingless bee culture in 
Brazil; Rosli et al. (2022) proposed a honeycomb monitoring system based on the Internet 
of Things (IoT). Schneider et al. (2012) used RFID to assess the impact of pesticides on 
bees. Ismail (2016) reviewed the challenges of beekeeping in Malaysia and recommended 
developing industry standards; Hadjur et al. (2022) explored the application of IoT in 
precision beekeeping. As bee populations decline, technological innovation offers a 
solution. Miskon et al. (2022) developed a stingless bee monitoring system based on 
LoRa (Long Range) to monitor bee colony health in real time. Zaman and Dorin (2023) 
proposed a hive health monitoring framework. Radaeski and Bauermann (2021) studied the 
effects of plant resources on bee colonies. Becher et al. (2013) proposed a system model to 
study the mechanism of bee colonies coping with stressors. Anuar et al. (2023) developed 
a Firebase-based IoT system to monitor honeycomb status; Jailis et al. (2022) built a 
honeycomb monitoring system with Arduino and DHT22 sensors. These technologies drive 
advances in stingless bee farming and contribute to sustainable development. Research 
has recently focused on using advanced technologies to improve hive management and 
bee behavior monitoring. Anuar et al. (2021) developed an integrated wireless system to 
monitor colony environmental changes and their effects on behavior; Aumann et al. (2021) 
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proposed Janus sensor to accurately identify bee activities; Braga et al. (2020) use machine 
learning to analyze honeycomb states and predict risks; Cecchi et al. (2020) used sensors 
to reveal the relationship between bee colonies and their environment. The convergence of 
technologies has also facilitated the development of colony monitoring systems. Cunha et 
al. (2001) proposed an Internet-based system to track the impact of environmental factors 
on bees in real time. Edmund and Rahman (2021) developed an intelligent stingless beehive 
monitoring system; Cota et al. (2023) designed low-cost IoT systems; Jiang et al. (2016) 
designed a system based on a wireless sensor network (WSN) to accurately monitor the 
relationship between bee activities and the environment.

FINDINGS

Conceptual Stingless Bee Colony Rehabilitation Monitoring and Diagnosis System 
Model

Developing a stingless colony rehabilitation monitoring system, with electronic information 
technology and ecological research, aims to provide beekeepers and researchers with 
tools to assess colony health and rehabilitation progress. Stingless bees are important 
native pollinators in tropical ecosystems and are critical for maintaining biodiversity 
and ecological services (Toledo-Hernandez et al., 2022). However, external factors such 
as invaders, food, climate change, and internal factors such as queen and larval health 
put global stingless bee populations at risk of decline (Lail, 2021; Miskon et al., 2022). 
Therefore, monitoring and protecting stingless bee colonies is crucial. Colony health is 
affected by temperature, humidity and air quality. Precise temperature and humidity control 
are essential for larval health and colony functioning. Hive ventilation helps manage these 
environmental factors to ensure colony health. Understanding the relationship between 
these factors and colony recovery is critical to the persistence and robustness of stingless 
bees. This model shows the relationship between environmental factors and the recovery 
of a stingless colony (Figure 1).

Figure 1. Diagnostic model of environmental aspects for monitoring the stingless bee colony rehabilitation
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Medium-Healthy (30%-70%)
or
Least-Healthy (0-29%)

Diagnostic System

input

input

results

Environment Rehabilitation Monitoring



4 Pertanika Proceedings 1 (3): 1 - 8 (2025)

Yang Lejing, Rozi Nor Haizan Nor, Yusmadi Yah Jusoh, Noreha Abdul Malik, Wan Nur Asiah Wan Mohd Adnan

A Model View-Controller (MVC) architecture was developed to integrate user 
interaction, knowledge acquisition and expert decision process to enhance stingless bee 
monitoring and recovery. The diagnostic module allows users to intuitively judge colony 
health problems, such as queen bees, worker bees, temperature and humidity, and provide 
corresponding solutions. The system is integrated through sensor nodes, image devices, and 
machine learning models to process data in real time and provide feedback to beekeepers 
(Jaffe et al., 2015). The system combines sensors, image processing and machine learning to 
create a comprehensive colony monitoring and diagnosis model that helps detect anomalies 
on time and provides scientific evidence. This is the diagnostic model system (Figure 2).

Data preparation involves collecting and processing data on variables required for 
monitoring a stingless colony, such as temperature, humidity, and hive weight. It is 

Figure 2. Diagnostic module for the proposed system

Figure 3. Rehabilitation monitoring module for the proposed system

User interface

Controller

Expert system

Controller Knowledge base

Data preparation

Feature extraction

Multi-scale detection

Monitoring boxes and categories

Healthy
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Medium-Healthy
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Least-Healthy
(0-29%

Target 
monitoring 
network

necessary to select the appropriate sensor 
and data acquisition system to ensure the 
data’s accuracy, reliability and real-time, 
and to store and back up the data. Hive 
health was assessed by the degree of pollen 
expansion: healthy hive pollen expansion 
71%–100%, moderately healthy hive pollen 
expansion 30%–70%, and least healthy 
hive with less than 30% expansion and low 
activity (Ramli et al., 2021). This module 
shows the rehabilitation monitoring of the 
proposed system (Figure 3).
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The diagnostic system is designed to be simple and effective. It uses a DHT11 sensor 
to monitor the hive’s temperature and humidity (Figure 4), a weighing sensor to track its 
weight to provide nectar and honey data, and a force sensor to detect abnormal pressure 
changes to indicate intrusion or structural problems.

Figure 4. The DHT11 sensor circuit prototype

DHT 11

Arduino Uno

RESULTS

The diagnostic system effectively captures environmental parameters such as temperature, 
humidity, weight and pressure to provide data support for colony health. The study 
demonstrated the ability of the system to help beekeepers maintain sustainable bee colonies, 
and the future should optimize sensor integration and explore more environmental factors. 
The model combines sensing technology, machine learning and data evaluation to drive 
technological advances in beekeeping and support sustainable agriculture.
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Cross-Project Defect Prediction Model Based on Enhanced 
Transfer Learning

Lian Haihua, Rodziah Atan*, Wan Nurhayati Wan Ab. Rahman and 
Mohd Hafeez Osman
 Department of Software Engineering and Information Systems, Faculty of Computer Science and Information 
Technology, Universiti Putra Malaysia, 43400 UPM Serdang, Selangor, Malaysia 

ABSTRACT

This study proposes a two-stage Cross-Project Defect Prediction (CPDP) framework to address class 
and feature distribution imbalance. It uses adversarial training-enhanced transfer learning to identify 
defective software modules. Its superiority is shown through experiments on public datasets and 
comparison with traditional models. The first stage involves feature extraction with two encoders and 
advanced preprocessing techniques. The second stage utilizes transfer learning, ensemble learning, 
fine-tuning, and the Synthetic Minority Oversampling Technique (SMOTE) method. Future research 
can expand its application and optimize the model to handle complex imbalances or incorporate 
other techniques to enhance predictive performance, increasing the practical potential of the CPDP 
model in software engineering.

Keywords: Adversarial training-GAN, cross-project software, defect patterns, loss function, prediction model, 
transfer learning

INTRODUCTION

In recent years, CPDP models have gained attention as manual testing in large software 
systems is difficult (Saeed & Saleem, 2023). They use machine learning to aid development 
and testing. However, traditional CPDP has low accuracy due to reliance on methods 
requiring identical statistical characteristics (Bala et al., 2022). Researchers have explored 

traditional methods to address class and 
feature imbalance (Wen et al., 2022; Zhao 
et al., 2021). This study presents a CPDP 
model based on adversarial training with 
ensemble learning, training, and fine-tuning. 
Contributions include enhancing transfer 
learning with two encoders, addressing class 
imbalance using SMOTE and _NNfilter, and 
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conducting experiments on public datasets to compare with traditional methods (Khleel & 
Nehéz, 2023; Szeghalmy & Fazekas, 2023).

PROBLEM STATEMENT

When addressing some problem of class imbalance, CPDP models struggle to adapt, 
potentially impacting model generalization performance due to the differences in scale, 
programming languages, and structural complexity among software projects (Govinda et 
al., 2023; Tang et al., 2021; Hu & Zhu, 2023). The first problem with this research is that 
the imbalance in the distribution of defect and non-defect samples affects the performance 
of CPDP models (class imbalance) (Qiao et al., 2020).

Different software projects may have different concerns, resulting in a large difference 
in the distribution of project features (feature distribution imbalance). For example, projects 
in the financial industry prioritize data security, performance and response time, while 
projects in the e-commerce sector focus on interface design and order processing. CPDP 
model performance and generalization ability might be decreased when faced with feature 
distribution imbalance (Hu & Zhu, 2023; Saeed & Saleem, 2023).

RESEARCH QUESTIONS

The purpose of this research is to answer the research questions as follows:
1. How can we classify class imbalance between the source and target projects in 

CPDP models?
2. How can feature distribution imbalance mitigation between the source project and 

the target project be designed in CPDP models?
3. What can the CPDP models help with risk management and decision making?

CONCLUSION

When comparing the experimental results of our research method and traditional machine 
learning models (Logistic Regression, SVM, Decision Tree) for defect prediction on the 
AEEEM dataset (EQ, ML, PDE, LC, JDT), we used the average results of different models 
on the AEEEM dataset. As shown in Table 1, the evaluated metrics include Accuracy, AUC 

Table 1
From the comparative experimental average results

Method Accuracy AUC F1 Score Precision Recall
SVM
Logistic regression
Decision Tree
Research 

0.36
0.35
0.43
0.63

0.37
0.36
0.43
0.61

0.17
0.38
0.48
0.52

0.33
0.32
0.42
0.57

0.32
0.34
0.35
0.50
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The visualization results, shown in 
Figure 1, show that the designed method 
has achieved good results in cross-project 
defect prediction tasks. Specifically, a high 
recall rate indicates that actual defects can be 
effectively identified.

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹

  =  115
115+8

= 0.935 

As shown in Figure 2 the ROC curve is 
closer to the upper left corner and the area 
under the precision-recall curve is larger, it 
indicates to a certain extent that the model has 
better ability to handle class imbalance and 
feature imbalance problems in cross-project 
defect prediction.

Figure 1. Result for EQ target item predicted label            

Figure 2. Result for EQ target item false positive rate and recall

(Area Under the Curve), F1 Score, Precision, and Recall. From the average results, our 
proposed method achieved an Accuracy of 0.63, an AUC of 0.61, an F1 Score of 0.52, a 
Precision of 0.57, and a Recall of 0.50.

From the comparative experimental average results on the AEEEM dataset, it can be 
observed that my proposed method achieves higher predictive accuracy in cross-project 
defect prediction tasks compared to the three traditional methods. 
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ABSTRACT

The development of technology has brought major changes in aspects of life, including in the field 
of sports and fitness. Internet of Things (IoT) technology can improve efficiency and experience for 
users. Many fitness centers in Indonesia have several problems, such as fitness managers having 
difficulty distinguishing which member still has active memberships and which have expired ones 
while they are accessing the gym. The problems occur due to still adopting a manual system in 
terms of managing membership, granting access rights, and supervision. Therefore, this study 
designs and develops an integrated system that has a wearable membership ID using an nRF24 
transceiver and an IoT-based Master Device to overcome these problems. The results of this work 
show a fully developed system that allows online registration, solid data management, seamless 
access granting, and real-time user safety monitoring. The performance of the system has 100% 
accuracy around 65 meters of Line of Sight (LOS) coverage in distinguishing between active and 
expired membership for access granting, which is good for improving the quality of service and 
the overall member experience in the future application.

Keywords: Fitness center, Internet of Things, monitoring, nRF24, wearable device

INTRODUCTION

The  In te rne t  o f  Th ings  ( IoT)  has 
revolu t ionized  var ious  indus t r ies , 
including fitness and health, by enabling 
real-time data collection, analysis, and 
automation (Syaeh & Satino, 2024). IoT 
devices facilitate communication and data 
exchange, becoming integral to modern 
lifestyles, particularly fitness (Zohari et al., 
2024). However, many fitness centers, like 
Natama’s, still rely on manual systems for 
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member registration and payment, leading to inefficiencies in managing member data, such 
as difficulty tracking active or inactive members (Faizal, 2019).

Manual systems are prone to errors, including data loss or corruption, which can 
impact business operations (Liliana et al., 2021). Despite some advancements, such as 
the use of website-based information systems (Ridwan & Halim, 2024), integration and 
synchronization with other tools remain challenges. Moreover, obtaining real-time data 
on visitor numbers, active members, and sales is crucial for strategic decision-making 
(Ramadhana et al., 2021). To address these issues, a Membership and Monitoring System 
for Fitness Centers was developed, offering online registration and monitoring tools to 
streamline member management and improve operational efficiency (Kurniawan et al., 
2024).

PROBLEM STATEMENT

Fitness centers, like Natama’s, struggle with manual membership management, including 
difficulty tracking active members and limited real-time data access. These error-prone, 
time-consuming systems lead to data loss and operational inefficiencies. Therefore, an 
automated IoT-based system is needed to streamline membership management, track 
activity, and enhance communication and efficiency.

RESEARCH QUESTIONS

How effective is the wearable device in communicating with the master device, and what 
is the success rate of verifying membership data and granting access, considering different 
ranges and orientations? 

The wearable device communicates effectively with the master device up to 65 meters 
(80% success rate), verifying membership data with 100% accuracy. Communication 
remains stable at shorter distances (30 meters) and various orientations, but drops beyond 
70 meters (Tables 1–2).

Table 1
Master device coverage measurement result at 0°

Range (m)
Testing Count and Success Rate

Scan (Times) Found (times) Success Rate (%)
30 20 20 100

68.3a 20 16 80
70 20 0 0

*Special range sampling to see coverage limit with a success rate above 80%
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CONCLUSION

The IoT-based Membership and Monitoring System improves fitness center membership 
management by automating the process. The wearable device reliably communicates 
with the master device up to 65 meters, with 100% success verifying membership data. 
Communication quality declines beyond 70 meters. The web server efficiently manages 
user data, enhancing operational efficiency and membership tracking accuracy. This system 
significantly improves traditional manual processes.
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Face Recognition and Cryptography for Web-Based Data Security
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ABSTRACT

This study develops a web-based attendance system using face recognition and cryptography 
to enhance data security, tailored for smart class environments. The system records attendance 
automatically, encrypts data for security, and integrates with Moodle for both online and offline use. 
It is built using Moodle as the LMS and Laravel for face recognition and encryption. The system’s 
performance is tested under various conditions, demonstrating high accuracy in face recognition and 
effective data encryption. The findings suggest the system improves attendance recording efficiency 
and security, laying a foundation for future developments in data security using face recognition 
and cryptography.

Keywords: Attendance system, cryptography, data security, face recognition, Moodle, smart class, web-based

INTRODUCTION

The integration of information and communication technology has revolutionized student 
attendance management. Traditional systems using signatures or cards are inefficient and 
vulnerable to manipulation. Therefore, a more advanced and secure system is needed. Face 
recognition, combined with cryptography, enhances data security, ensuring confidentiality 
and integrity.

Integrating these technologies into Moodle, a popular LMS, supports automated 
attendance recording, improving efficiency. Research supports these advancements. Vyas 

and Rajbala (2021) highlight improvements 
in attendance management with automated 
systems. Shah et al. (2021) demonstrate 
cryptography’s effectiveness in protecting 
sensitive data. Agrawal et al. (2020) suggest 
that deep learning enhances face recognition 
accuracy and efficiency. Sunaryono et al. 
(2021) find Android-based face recognition 
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systems effective. Mansoora et al. (2021) emphasize the functionality and efficiency of 
these methods in attendance management. 

Developing a smart class attendance system integrating face recognition and 
cryptography can significantly improve attendance management and data security in 
educational environments.

PROBLEM STATEMENT

Traditional attendance systems are inefficient and prone to manipulation. This study 
develops a secure web-based attendance system using facial recognition and cryptography 
to improve accuracy and data security.

RESEARCH QUESTIONS

What is the accuracy of the facial recognition module in identifying student faces under 
varying conditions? The results indicate a facial recognition accuracy of 95% under ideal 
conditions and around 90% in low lighting and suboptimal angles, as shown in Figure 1.

How effective is the cryptography module in securing attendance data? The results 
of data encryption and decryption tests, shown in Table 1, demonstrate successful data 
integrity and confidentiality using the Advanced Encryption Standard (AES) method. 

Figure 1. Result of face recognition

Table 1
Result of encrypted image

No Image Encrypt
1

640 × 480

/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAMCAgICAg…… 
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How well does the attendance system integrate with Moodle as a Learning Management 
System (LMS)? Integration testing results confirm that the attendance system successfully 
synchronizes attendance data with Moodle, enabling efficient access for teachers and 
administrators. This is illustrated in Figure 2 (Teacher Dashboard Integration), highlighting 
its functionality.

What security measures are in place to protect transmitted data? Figure 3 illustrates 
the system security testing conducted with Wireshark, confirming that all transmitted data 
is properly encrypted to protect against unauthorized access.

Figure 3. System security testing uses Wireshark
Figure 4. The respondents’ feedback indicates how user-friendly the system is perceived to be

Figure 2. Dashboard teacher

Figure 3. System security testing uses Wireshark
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What feedback do users provide regarding the usability and impact of the attendance 
system? User feedback, as shown in Figure 4, indicates a general perception of the system 
as user-friendly and effective in improving the attendance recording process.

CONCLUSION

This research developed a web-based attendance system using facial recognition and AES 
encryption, achieving up to 95% accuracy and seamless integration with Moodle LMS 
for efficient data management. It proved secure, reliable, and user-friendly, with plans for 
further enhancements based on feedback.
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ABSTRACT

This study explores the active learning patterns of vocational students in practical activities using 
topics related to the Internet of Things (IoT). Conducted as a case study, the research employs a 
combination of content analysis and sequential analysis. Active learning is implemented by assigning 
students practical tasks to build control systems using IoT technology. A coding scheme, defined 
with phrases to categorize data segments according to the studied themes, serves as a reference for 
evaluators to interpret students’ actions and skill development during IoT-based practical tasks. The 
Generalized Sequential Querier (GSEQ) software is used to analyse sequential data by interpreting 
significant z-score values. 

Keywords: Active learning, Internet of Things, practical lab activity, sequential analysis

INTRODUCTION

The emergence of the Internet of Things (IoT) has revolutionized various industries, 
necessitating the integration of IoT curricula into technical and vocational education and 
training. The practical nature of learning IoT demands hands-on experience, which is difficult 
to convey through traditional teaching methods. TVET instructors are struggling to adapt to 
the rapid technological changes brought about by the 4.0 industrial revolution, including the 
integration of IoT technology (Tshong & Yasin, 2023). UNESCO Education 2030 framework 
recognizes three principles to ensure quality education among the masses: inclusiveness, 

quality education, and lifelong learning. 
Several techniques from active learning (AL) 
are included in blended learning (BL), and by 
emphasizing student-centred learning in a far 
more real-world setting, these tactics enable 
more successful and captivating learning 
opportunities (Kumar et al., 2024). 
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The construction of skills by students will be investigated in this study. Once their 
skill construction behaviours have been identified, a more thorough investigation will be 
conducted to see how they have advanced in the process and what strategies they have 
employed. Therefore, the goals of the research are to investigate students’ active learning 
patterns when constructing skills in practical activities based on IoT, to identify students’ 
strategies when constructing skills in practical activities based on IoT, and to identify the 
transition state of skill constructing strategies in practical activities based on IoT.

PROBLEM STATEMENT 

Practical learning at the Malaysian Vocational College is now run guided by a set of 
practical sheets containing steps of work that have been set by the lecture to achieve learning 
objectives. This situation makes students only able to build skills at a low level and have 
limitations in exploring the practical activities they want to carry out.

RESEARCH QUESTION

Acceptance of students to this new technology raises several questions: (1) What are the 
active learning patterns of students that construct skills in practical activities based on the 
IoT? (2) What are students’ strategies when constructing skills in practical activities based 
on the IoT? and (3) What is the transition state of skill construction strategies in practical 
activities based on the IoT?

This study employed the content analysis technique to investigate students’ skills 
construction behaviours in doing practical activities based on IoT by analysing the report 

Table 2
Number of codes generated for respondents who 
successfully and unsuccessfully built an IoT system

Respondents Total 
code

Code 
percentages %

Successfully built 
an IoT system 229 60.7

Unsuccessfully 
built an IoT system 111 39.3

Table 1
Percentages of reliability agreement between the 
raters

Total 
code

Code gives 
the unit of 
meaning

Code 
agreement 

Reliability 
percentage 

%
381 361 340 94

scripts written by the students. Based on a 
coding scheme, content analysis is applied 
to the report scripts students write for 
practical activities based on IoT. The coding 
scheme-based characterization, this study 
used a unit of meaning for objectivity.

For the purpose of reliability, the 
two raters have coded 381 messages in 3 
continuous coding sessions. Table 1 shows 
the percentages of reliability agreement 
between them. 

The total number of codes from 28 
respondents is 340 after going through the 
evaluation process by two appointed raters 
(Table 2). 
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CONCLUSION

Conclusively, this study is exploring the active learning pattern of students doing practical 
activities based on the IoT. The Generalized Sequential Querier (GSEQ) software is used 
to analyse sequential data by interpreting significant z-score values. After data analysis 
is done, students’ skills construction can be revealed through the learning patterns and 
transition state diagrams that depict the initiation and follow-up strategies of students to 
construct skills while doing practical activities based on the IoT. 

ACKNOWLEDGEMENT

The authors thank Universiti Putra Malaysia (UPM) and the Ministry of Education (MoE) 
Malaysia, specifically Kuala Klawang Vocational College, for their support in making 
this project possible. This work was supported by the Research University Grant (GP-
IPS/2022/9735400) initiated by UPM and MoE as a scholarship.

REFERENCES
Kumar, A., Malhotra, S., Dias, I., & Lee, K. (2024). Active blended learning model for teaching iot application 

development course: Case study. Journal of Engineering Education Transformations, 425-431. https://
doi.org/10.16920/jeet/2024/v37is2/24070

Tshong, P. K., & Yasin, R. M. (2023). TVET educational learning strategies and thier impact on student: A 
systematic literature review. International Journal of Academic Research in Psychology, 1790-1813. 
http://dx.doi.org/10.6007/IJARBSS/v13-i11/19558

UNESCO. (2021). UNESCO Strategy for TVET (2022-2029). United Nations Educational, Scientific and 
Cultural Organization.





Pertanika Proceedings 1 (3): 27 - 30 (2025) 

Journal homepage: http://www.pertanika.upm.edu.my/

© Universiti Putra Malaysia Press

PERTANIKA PROCEEDINGS

e-ISSN: 3083-9475

ARTICLE INFO

Article history:
Received: 30 April 2025
Published: 17 July 2025

DOI: https://doi.org/10.47836/pp.1.3.006

E-mail addresses:
nikaqistyfatharani@gmail.com (Nika Qisty Fatharani)
asyifa@upi.edu (Asyifa Imanda Septiana)
radityamuhammad@upi.edu (Raditya Muhammad)
yulia.retnowati@upi.edu (Yulia Retnowati)
yusep@stei.itb.ac.id (Yusep Rosmansyah)
* Corresponding author

Affective Intervention Based on Learner Emotions for Online 
Learning in Video Conference Applications

Nika Qisty Fatharani1, Asyifa Imanda Septiana1,2*, Raditya Muhammad1,  
Yulia Retnowati1 and Yusep Rosmansyah2

1Software Engineering, Kampus Cibiru, Universitas Pendidikan Indonesia, Bandung, Indonesia
2School of Electrical Engineering and Informatics, Institut Teknologi Bandung, Indonesia of Electrical 
Engineering and Informatics, Bandung Institute of Technology, Bandung 40132, Indonesia

ABSTRACT
Research on facial emotion recognition for learners has been conducted widely. However, research 
on how to deal with emotions detected during learning with computer systems has not been widely 
conducted. Therefore, this study aimed to develop a personalized verbal affective intervention 
through motivational messages to help learners regulate their negative emotions (sadness, anger, 
fear, and disgust). The system is developed for higher education learners on the Google Meet 
video conferencing application for online learning activities. The system was tested on 32 learners 
of Software Engineering at Universitas Pendidikan Indonesia. The learners were asked to fill out 
the Instructional Materials Motivation Survey (IMMS) questionnaire after the learning process 
to measure their learning motivation. Based on the questionnaire results, it can be concluded that 
personalized affective intervention, considering the ARCS Model, positively impacts learners’ 
motivation during synchronous online learning. This study suggests that a learning intervention based 
on the learner’s emotion recognition can positively affect the learner’s motivation and experience in 
using video conferencing apps during synchronous learning. This study can be a valuable reference 
for future research in implementing ARCS aspects that match learners’ emotional and emergent 
algorithms of affective interventions.

Keywords: Affective computing, emotion recognition, 
online learning, web application

INTRODUCTION

In synchronous online learning, the use of 
video-conferencing applications is prevalent 
in replicating traditional classroom learning 
(Henriksen et al., 2020; Mouheb et al., 
2022). Learners often experience negative 
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emotions due to the self-directed nature of online learning, physical and psychological 
separation without direct contact with educators and peers, which may hinder their learning 
process and outcomes (Deublein et al., 2018; Kouahla et al., 2023; Lee et al., 2021; 
Marchand & Gutierrez, 2012). Meanwhile, the emotion recognition process is related to 
affective computing because it aims to recognize a person’s affective state, which is then 
analyzed to create an appropriate response (Yadegaridehkordi et al., 2019). Many studies 
have been conducted on FER technology in learning activities. However, this system has 
not been able to provide adaptive and personalized responses or feedback based on the 
learner’s detected emotional states (Septiana et al., 2024). 

Affective interventions can play a role in improving a learner’s self-awareness, self-
regulation, empathy, and social skills, which are important for well-being and academic 
success (Hasson-Ohayon et al., 2006; Oliveira et al., 2021). 

Based on the background described, this research will focus on implementing effective 
interventions in the browser extensions used by learners. Affective interventions are 
provided through verbal motivational messages designed based on the ARCS Model to 
address negative emotions detected in learners’ facial expressions. Affective intervention is 
provided according to each learner’s preference for synchronous online learning. Providing 
effective intervention according to each learner’s preference is expected to positively impact 
the learner’s experience using video-conferencing applications in synchronous online 
learning activities to motivate the learner and create a more positive learning environment 
to achieve maximum learning outcomes. 

METHOD 
Motivational messages have been developed to address four negative emotions in online 
learning activities: Sadness, anger, fear, and disgust. Learners’ facial expressions were 
analyzed to classify their emotions.  The system performs emotion recognition for the 
user every 5 seconds with the support of face-api. js. Learners will receive motivational 
messages based on the learners’ personality questionnaire data and their current emotions. 
The motivational message pop-up will be displayed for 5 seconds. The system was tested 
on 32 learners in a 120-minute learning course. Then they asked to fill out the Instructional 
Materials Motivation Survey (IMMS) questionnaire 

RESULT AND DISCUSSION
Each of the total average values of the ARCS aspects received the “High” criteria as shown 
in Figure 1. In addition, according to the learners, affective intervention was considered 
relevant to the emotions they felt (relevance). This indicates that motivational messages 
designed by considering the learner’s emotional state, linking the emotional state to 
personal skills and learning objectives, matching interests, and using analogies can make 
the intervention highly relevant for the learner.
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Figure 1. Result of system evaluation based on IMMS

CONCLUSION

The development of affective interventions aims to address the negative emotional states 
that arise during synchronous learning activities by providing motivational messages that 
are personalized according to learner preferences and personality. Based on the IMMS 
test results, the implementation of the ARCS Model as an effective intervention design 
strategy had a significant positive impact on learners’ learning motivation and experience 
in using video conferencing applications for synchronous online learning activities. Other 
factors such as personality, communication preferences, or previous learning experiences 
may influence the outcome of the learner’s motivation level and learning experience to 
affective intervention. The results of this study can be developed into further research 
related to examining which aspects of the ARCS Model are most suitable for dealing with 
each negative emotion.
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ABSTRACT
The OAuth 2.0 framework is a protocol that allows third-party applications to gain authorized 
access to user resources. However, inefficient token management and storage can adversely affect 
the workload of OAuth 2.0 systems, especially when system traffic is high, such as performance 
degradation, slow response time and security vulnerabilities. Therefore, token management and 
storage are essential in the OAuth 2.0 ecosystem to ensure user security and convenience. This 
research aims to analyze the impact of Redis in-memory database implementation on token 
management on OAuth 2.0 system performance. In addition, the research focuses on the results of 
load testing conducted on the OAuth 2.0 system, referring to software quality based on performance 
efficiency in accordance with ISO 25010, including aspects of time response, throughput and 
resource utilization. Load testing simulates the authentication and authorization process using the 
OAuth 2.0 system to observe the effect after the implementation of Redis in token management at 
user load levels of 100, 300, and 500. The results show that Redis has an influence on the performance 
of the OAuth 2.0 system on response time, throughput, and memory usage. On the aspect of CPU 
usage, it does not show any influence, even after Redis is implemented. The advantages of Redis 
can be attributed to the memory-based storage that enables faster read-write operations, especially 
for single data with low latency.

Keywords: Authentication, authorization, IMDB, 
OAuth, Redis

INTRODUCTION

OAuth 2.0 is one of the most popular 
authentication and authorization protocols 
as it allows third-party applications to gain 
legitimate access to user resources without 
the need to reveal user passwords (Kiani, 
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2020). The Authorization Code Grant offers enhanced security benefits due to the fact that 
the authorization code is transmitted exclusively over a secure channel between the client 
and the OAuth server (Fett et al., 2016). Inefficient token storage can result in performance 
degradation, longer response times, and even potential security vulnerabilities (Safaryan 
et al., 2020). Therefore, there is a need for a database system that can efficiently store and 
manage tokens.

One type of database with fast read performance is an in-memory database, where all 
information is stored in main memory (Kausar et al., 2022; Safaryan et al., 2020). When 
it comes to storing data that is stored and retrieved from volatile memory, Redis has better 
performance than Memcached in terms of data persistence and handling heavy traffic loads 
(Alami et al., 2018). In addition, Redis has the best read performance of MongoDB and 
Cassandra (Kausar et al., 2022; Kabakus & Kara, 2017). This is due to Redis’s ability to 
access data with very low latency. With faster and more efficient request response, Redis has 
the potential to improve user experience in the OAuth 2.0 ecosystem in system performance.

PROBLEM STATEMENT

The research implements the Authorization Code Grant flow using the Redis in-memory 
database as a token database, with the aim of analyzing the performance of the OAuth 
2.0-based authentication and authorization system. This will entail an in-depth examination 
of the system’s response time, throughput, and utilization (Li et al., 2017; Wang & Wu, 2019; 
Zulfa et al., 2020). The objective of this study is to conduct a comprehensive examination 
of the operational efficacy of the Redis system (Tkachenko & Lukianiuk, 2021). The 
research reference for subsequent investigations that may undertake a comparative analysis 
of Redis with other IMDBs.

RESEARCH QUESTIONS

On the server side or backend, using a microservices architecture shown in Figure 1.
Testing will be conducted on the backend or server side of the OAuth 2.0 system (Auth 

Server) using load testing to test each system performance metric, namely response time, 
throughput, CPU usage and memory usage. The description of each metric used in this 
study is as follows: 

1. Average response time (M1) required by the OAuth 2.0 system to respond to a user 
or task (Equation 1).

𝑋𝑋 = � 𝐴𝐴𝑖𝑖
𝑛𝑛

𝑖𝑖=1 𝑘𝑘𝑒𝑒 𝑛𝑛

 
 [1]

Ai = time required by the OAuth 2.0 system, n = number of responses
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2. Average throughput (M2) that the OAuth 2.0 system can process in a unit of time 
(seconds) (Equation 2).

𝑋𝑋 = � 𝐴𝐴𝑖𝑖/𝐵𝐵𝑖𝑖
𝑛𝑛

𝑖𝑖=1 𝑘𝑘𝑒𝑒 𝑛𝑛

 
 [2]

Ai = number of commands successfully processed, Bi = time to execute a command

Figure 1. System architecture
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3. Average CPU usage (M3) when executing commands within a certain period  
(Equation 3).

𝑋𝑋 = � 𝐴𝐴𝑖𝑖/𝐵𝐵𝑖𝑖
𝑛𝑛

𝑖𝑖=1 𝑘𝑘𝑒𝑒 𝑛𝑛

 
 [3]

Ai = CPU usage size to execute a command, Bi = operation time to execute a command

4. Average memory usage (M4) when executing a command in a certain period  
(Equation 4).

𝑋𝑋 = � 𝐴𝐴𝑖𝑖/𝐵𝐵𝑖𝑖
𝑛𝑛

𝑖𝑖=1 𝑘𝑘𝑒𝑒 𝑛𝑛

 
 [4]

Ai = memory usage size to execute a command, Bi = memory usage time to execute 
a command

The tests were conducted by incrementally increasing the load based on the number of 
virtual users, i.e., 100, 300, and 500 users simultaneously within 300 seconds (Suryawana 
& Muliantaraa, 2024). Based on previous research, this number can identify and address 
potential bottlenecks and performance issues without overloading the system in the early 
stages of testing (Tkachenko & Lukianiuk, 2021). Figure 2 is a scenario that simulates the 
user authentication and authorization process on a third-party application.

Figure 2. Testing scenario
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The findings of the research conducted on load testing the OAuth 2.0 system under 
two different conditions to assess the impact of implementing Redis in the OAuth 2.0 
system on response time, throughput, CPU usage and memory usage. The condition before 
implementing Redis is named pre-Redis, and after implementing Redis is named post-Redis.

1. Time Response Aspect (M1)
The average response time of the OAuth 2.0 system shows a significant performance 
improvement, with a load of 100 showing an increase of 9.18%, a load of 300 showing 
an increase of 6.41%, and a load of 500 showing an increase of 4.06%. Figure 3 below 
provides a visualization of the performance improvement of both OAuth 2.0 system 
conditions.

2. Throughput Aspect (M2)
The OAuth 2.0 system shows significant performance improvement, with load 100 
showing an increase of 7.75%, load 300 showing an increase of 5.10%, and load 500 
showing an increase of 3.14%. Figure 4 visualizes throughput aspect observations, 
demonstrating that the post-Redis system condition is capable of handling a greater 
number of requests per second.

3. CPU Usage Aspect (M3)
The performance improvement is not as significant, with load 100 only showing a 
1.54% improvement, load 300 showing a lower improvement of 0.16%, and load 500 
showing a 1.67% improvement based on the average CPU usage. Figure 5 provides 

Figure 3. Bar chart of scenario M1 for each load Figure 4. Bar chart of scenario M2 for each load
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a visualization of the CPU usage of both system conditions at each load. CPU usage 
aspects reveal a consistent and gradual increase in CPU usage over a period, with a 
slight decrease over time, in both system conditions. 

4. Memory Usage Aspect (M4)
Figure 6 is a visual representation of the comparison between the two system conditions. 
This system condition exhibits superiority across various types of loads, including the 
highest loads. This aspect does not require further discussion, given that Redis is an 
in-memory database that stores all data in RAM.

CONCLUSION

A major challenge faced in the OAuth 2.0 ecosystem is the efficient storage and management 
of tokens. This research is motivated by the flexibility of the OAuth 2.0 standard and the 
performance reliability of the in-memory database Redis, which has the potential to access 
token data with very low latency and with faster and more efficient request response. The 
results show that the implementation of Redis in token management in OAuth 2.0-based 
authentication and authorization systems has an effect on response time, throughput, and 
memory usage. However, there is no significant effect on the CPU usage aspect after the 
Redis implementation. When viewed from the largest load, the percentage of performance 
improvement in the aspect of response time increased by 4.06%, throughput increased 
by 3.14%, CPU usage increased by 1.67%, and memory usage increased by 2.87%. The 
superiority of Redis in almost all aspects can be attributed to the memory-based storage 
that enables faster read/write operations, especially for single data with low latency.

Figure 5. Bar chart of scenario M3 for each load Figure 6. Bar chart of scenario m4 for each load
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ABSTRACT
This research investigates the effectiveness of Next.js in enhancing web application security, 
focusing on the IdeaBox Multi-Tenant platform, an idea and innovation collaboration tool. The 
study adopts an analytical approach referencing OWASP Top 10 and employs Zed Attack Proxy 
(ZAP) tools, such as Ajax spider and active scan for vulnerability testing. The objective is to 
measure the impact of Next.js features on mitigating security risks. Initial testing identified 12 
security vulnerabilities, including Broken Access Control, Cryptographic Failures, and Security 
Misconfigurations. After implementing Next.js features like Server-Side Rendering, Middleware, 
Formik, Yup Validation, Nookies, and bcrypt, the vulnerabilities were reduced to seven categories, 
with significant risk reduction. The results highlight how Next.js features enhance input validation, 
data protection, and overall security. This study demonstrates that integrating Next.js effectively 
minimizes vulnerabilities and improves website security, offering practical guidance for developers. 
The research underscores the importance of advanced frameworks in mitigating cyber threats and 
safeguarding sensitive user data.

Keywords: Cyber attacks, OWASP top 10, website security

INTRODUCTION

Website applications, providing essential 
services. However, as their importance 
grows, so does the threat to the security of 
data they handle (Hassan et al., 2023). With 
web applications often storing sensitive 
information, robust security testing becomes 
crucial to prevent cyber attacks (Fata, 2023; 
Ghelani, 2023; Risky & Yuhandri, 2021). 
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The rise of cyber attacks aimed at compromising data integrity and confidentiality poses 
significant operational risks (Febryanti et al., 2023).

The IdeaBox platform is vulnerable to common web application threats. To mitigate 
these risks, the adoption of advanced web development frameworks, such as Next.js, is 
essential (Lazuardy & Anggraini, 2022). Next.js, a React-based framework, enables the 
creation of responsive, fast, and secure web applications through features like server-side 
rendering (Jartarghar et al., 2022), dynamic routing, and Middleware (Dinku, 2022).

Problem Statement

Cyber attacks targeting data integrity and confidentiality pose operational risks (Willberg, 
2019), particularly for IdeaBox, which stores sensitive data. While frameworks like Next.
js offer advanced security capabilities, there is limited research on their effectiveness in 
addressing common vulnerabilities identified in the OWASP Top 10 framework (OWASP, 
2021; Abdan, 2022). This lack of focused analysis leaves a gap in understanding how Next.
js impacts web application security.

Research Question

This study seeks to address the following questions: How do Next.js features impact the 
application’s security level? Finally, to what extent can the integration of Next.js features 
reduce risks associated with prevalent web application threats? These questions aim to 
provide a comprehensive understanding of the role of Next.js in enhancing web application 
security.

METHODOLOGY

The research was conducted in four stages. First, a website domain was selected for testing. 
Second, the IdeaBox Multi-tenant application, built with React.js and Laravel, was tested 
using Zed Attack Proxy (ZAP) (Kalaani, 2023) with AJAX Spider and Active Scan methods 
to identify security vulnerabilities. Third, Next.js features, such as Server-Side Rendering, 
Middleware, Formik, Yup, Nookies, and bcrypt, were implemented to enhance security. 
Finally, the application was retested using ZAP’s Automated Scan to assess the impact of 
these Next.js features on reducing security vulnerabilities.

RESULTS AND DISCUSSION

The IdeaBox Multi-Tenant application implemented Next.js features and relevant libraries, 
including server-side rendering, middleware, Formik, Yup Validation, Nookies, and bcrypt. 
Security testing was conducted using OWASP guidelines and Zed Attack Proxy (ZAP) 
tools, employing Ajax Spider and Active Scan methods to identify vulnerabilities and 
threats as shown in Table 1.
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Table 1  
Vulnerability after implementing Next.js features

No Vulnerability Name Risk level Qty
1 Content Security Policy (CSP) Header Not Set Medium 1
2 Missing Anti-Clickjacking Header Medium 1
3 Server Leaks Information via "X-Powered-By" HTTP Response Header 

Field(s)
Low 1

4 X-Content-Type-Options Header Missing Low 33
5 Information Disclosure-Suspicious Comments Informational 89
6 Modern Web Applications Informational 1
7 User Agent Fuzzer Informational 132

The vulnerability analysis is based on the OWASP Top 10 method (Table 2). In the 
Broken Access Control category, vulnerabilities like server information disclosure via 
“X-Powered-By” HTTP headers and suspicious source code comments were noted, 
potentially aiding attackers. The Cryptographic Failures category further highlighted risks 
of sensitive data exposure. Security Misconfiguration vulnerabilities, including missing 
headers (CSP, Anti-clickjacking, X-Content-Type-Options), increased risks of XSS attacks, 
Clickjacking, and content type manipulation, underscore the need for mitigation strategies 
aligned with NIST’s CVSS framework (Mell et al., 2006).

Table 2 
OWASP top 10 vulnerability categorization on testing after next.js implementation

OWASP Categories Name Qty
A01 Broken Access 

Control
Server Leaks Information via "X-Powered-By" HTTP Response 
Header Field(s) (1 detected) Information Disclosure-Suspicious 
Comments (89 detected)

2

A02 Cryptographic 
Failures

Server Leaks Information via "X-Powered-By" HTTP Response 
Header Field(s) (1 detected) Information Disclosure-Suspicious 
Comments (89 detected)

2

A05 Security 
Misconfiguration

Content Security Policy (CSP) Header Not Set (1 detected), 
Missing Anti-clickjacking Header (1 detected), X-Content-Type-
Options Header Missing (33 detected)

3

The evaluation in Table 3 reveals that the IdeaBox Multi-Tenant application still faces 
moderate-risk vulnerabilities, including Broken Access Control (CVSS 5.1), Cryptographic 
Failures (5.2), and Security Misconfiguration (6.4). While Next.js features have reduced 
some risks, exploitable gaps remain, necessitating additional security measures, continuous 
monitoring, and further integration with complementary security technologies.
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Table 3 
Vulnerability risk level after implementing Next.js features

No Vulnerability Category CVSS Score Status
1 Broken Access Control 5.1 Medium
2 Cryptographic Failures 5.2 Medium
3 Injection N/A N/A
4 Insecure Design N/A N/A
5 Security Misconfiguration 6.4 Medium
6 Vulnerable and Outdated Components N/A N/A
7 Identification and Authentication Failures N/A N/A
8 Software and Data Integrity Failures N/A N/A
9 Security Logging and Monitoring Failures N/A N/A
10 Server-Side Request Forgery (SSRF) N/A N/A

Table 4 shows that after implementing Next.js security features, vulnerabilities in the 
IdeaBox Multi-tenant website vary in likelihood, with Broken Access Control scoring 
low (2,875), and Cryptographic Failures and Security Misconfiguration scoring medium 
(4,375 and 5,750).

Table 4 
Likelihood level after implementing Next.js features

No Vulnerability Category Likelihood Score Likelihood Level
1 Broken Access Control 2,875 Low
2 Cryptographic Failures 4,375 Medium
3 Injection N/A N/A
4 Insecure Design N/A N/A
5 Security Misconfiguration 5,750 Medium
6 Vulnerable and Outdated Components N/A N/A
7 Identification and Authentication Failures N/A N/A
8 Software and Data Integrity Failures N/A N/A
9 Security Logging and Monitoring Failures N/A N/A
10 Server-Side Request Forgery (SSRF) N/A N/A

The implementation of Next.js features reduced the IdeaBox Multi-Tenant application’s 
risk level from high (7.9) to medium (5.57), with a significant drop in vulnerabilities. Low-
risk findings decreased from 246 to 34, medium-risk findings from 248 to 2, and no high-risk 
vulnerabilities remained. OWASP Top 10 issues like Broken Access Control and Security 
Misconfiguration were significantly mitigated, and Identification and Authentication 
Failures were eliminated. These results demonstrate the effective use of Next.js features 
in enhancing application security.
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CONCLUSION

The implementation of Next.js significantly improved the security of the IdeaBox Multi-
Tenant application, reducing vulnerabilities from 12 to 7 categories with lower risks. 
Features like Server-Side Rendering, Middleware, Formik, Yup Validation, Nookies, and 
bcrypt effectively addressed data handling, access control, input validation, and encryption. 
The OWASP Top 10 framework and CVSS were instrumental in assessing risks. While 
security was enhanced, some gaps remain, requiring ongoing monitoring and further 
mitigation.
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ABSTRACT
Attendance systems have now implemented many of the most recent technologies, such as the 
use of facial recognition to verify and validate student attendance in lecture classes. However, 
face recognition technology in the attendance systems is still prone to fraud with attacks using 
artificial faces through various media, such as printed photos or pre-recorded videos. Therefore, 
a liveness detection system is needed that can minimize the fraud. The liveness detection system 
using the randomized challenge-response method, with several randomly given challenges within 
a time limit, can indicate whether the detected face is genuinely alive. This liveness detection 
system is implemented in a cross-platform mobile-based digital attendance application called 
“My Attendance” developed using the Flutter framework. Student attendance records are stored 
and can be viewed by lecturers as proof of attendance in lecture classes. The results of the study 
show that this liveness detection system can minimize the occurrence of fraudulent artificial face 
attacks, achieving 100% performance accuracy when tested on 30 respondents from students of the 
Software Engineering study program at the Indonesian Education University. This system could be 
an effective and efficient solution for applying face recognition systems to the attendance process.

Keywords: Attendance system, face spoofing attack, liveness detection, mobile cross-platform

INTRODUCTION

Technology nowadays has developed 
and influenced various fields in human 
life, which has become a necessity in 
daily activities. One of the fields that has 
implemented sophisticated technology 
now is the attendance system found in 
the educational environment that uses 
face recognition (Sunaryono et al., 2021). 
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Technology has advanced rapidly and has had a significant impact on many aspects of 
human life, becoming an essential part of daily activities. One notable field that has adopted 
sophisticated technology is the educational environment, where attendance systems now 
use facial recognition technology.

Problem Statement

However, face recognition systems are generally vulnerable to spoofing fraud (Hadiprakoso 
& Buana, 2021) because they frequently cannot distinguish between real and fake faces, 
creating a significant security risk (Chakraborty & Das, 2014). Spoofing is penetrating the 
recognition system’s biometric authentication using fake face videos and printed photos 
(Karmakar et al., 2021; Khairnar et al., 2023).

Research Question

To mitigate spoofing attacks in face recognition systems, implementing liveness detection is 
crucial for distinguishing between real and fake faces (Li et al., 2018). Given that spoofing 
poses a significant threat to attendance systems using face recognition technology, research 
is needed to minimize attendance fraud (Singh & Arora, 2017; Ramachandra & Busch, 
2017). This study focuses on two aspects: developing and analyzing a liveness detection 
system using randomized challenge-response methods for mobile cross-platform attendance 
systems, and examining the failure rate of attendance attempts using this system (Biørn-
Hansen et al., 2018; Zohud & Zein, 2021). These objectives aim to enhance the security 
and reliability of facial recognition-based attendance while evaluating the effectiveness of 
the proposed solution (Kaur & Kaur, 2022).

SYSTEM DEVELOPMENT FOR LIVENESS DETECTION

Randomized Challenge Response Liveness Detection Methods

The research will assess the system’s effectiveness using key performance metrics such 
as accuracy, precision, recall, and F-score, while also analyzing failure rates in attendance 
experiments to provide a comprehensive evaluation of real-world performance. Researchers 
will conduct testing based on these four scenarios, detailed in Table 1, to represent the 
capabilities of the liveness detection system under study, ensuring a thorough examination 
of its functionality and reliability in various conditions. The liveness detection process 
begins with a 45-second scan featuring six random challenges, each lasting approximately 
7.5 seconds. If face detection fails, the process restarts to prevent spoofing. The system 
captures a final facial image after successful challenge completion. The testing scenarios 
are shown in Table 1.
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Table 1 
The test scenario is given to the participant

Scenario Description Notes
Scenario I Students must attend using their actual faces, 

ensuring successful verification and attendance 
through real face detection.

All students are given 20 minutes to 
attend scenario I.

Scenario II Students attempting attendance with artificial 
video faces should fail verification, as the liveness 
detection system will identify them as fake faces.

Testing with the face resulting from 
this artificial video recording is 
given a chance 3 times.

Scenario III Students using their real faces should fail the 
attendance verification due to a system error or 
malfunction.

All students are given 20 minutes 
to attend scenario III.

Scenario IV Students using artificial video faces with matched 
movements should fail verification, as the system 
should identify simulated faces despite mimicked 
liveness gestures.

Testing with the face resulting
From this artificial video recording, 
it is given a chance 3 times.

RESULT AND DISCUSSION

Liveness Detection System Testing Results

Based on the results of the research survey in the previous point, the confusion matrix 
parameter values were obtained to evaluate the performance of the tested liveness detection 
as shown in Figure 1.

Figure 1. Testing scenarios and their relationship with confusion matrix values and the values obtained from 
discussion points of research survey results

The liveness detection system using a randomized challenge-response method achieved 
flawless results in testing, with 100% accuracy, precision, recall, and F-score. It effectively 
distinguished live faces from spoofing attempts without errors, proving its robustness and 
reliability. This highlights its potential as a highly secure solution for face recognition-based 
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systems, setting a new standard in liveness detection. During testing of a mobile attendance 
system’s liveness detection, all 30 participants completed Scenarios I and III (real faces) 
within 20 minutes. Scenario I had a 33% initial failure rate (15/45 attempts), and Scenario 
III had a 23% rate (9/39 attempts). While all participants eventually succeeded, the results 
highlight the need to improve first-attempt success rates and system efficiency.

CONCLUSION

The liveness detection system achieved 100% accuracy in minimizing face spoofing attacks. 
However, analysis of Scenarios I and III revealed significant initial failure rates (33% and 
23%, respectively) before all participants succeeded. While the system ultimately proved 
effective, these initial challenges across different conditions suggest room for improvement 
in consistency and user experience. The research demonstrates the system’s overall success 
in preventing spoofing, but also highlights the need for refinements to reduce initial failures 
and enhance performance across various usage scenarios.
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ABSTRACT
Software maintainability is a key external attribute of software quality that assesses how effectively 
and efficiently software can be modified by those who maintain it. The maintainability level is 
predicted using a machine learning model based on several software quality attributes, which can 
then be used to support decision-making during the software maintenance process. The previous 
research revealed that the generated predictive models for software maintainability levels still do not 
meet the established accuracy standards. This study discusses machine learning models built using 
several individual models, such as Lasso Regression, KNN, Regression Tree, M5Rules, SVM, and 
ANN, along with ensemble methods like Bagging and AdaBoost. Additionally, feature selection 
techniques are considered to identify the best features to improve the performance of the software 
maintainability prediction model. This study aims to investigate the performance of machine learning 
models in various datasets. The performance is evaluated using three metrics: MMRE, MAE, and 
Pred. The results show that the ANN algorithm is the best in almost all individual models with a 
score of MMRE 0,88. Ensemble methods have been proven to enhance the performance of models, 
given that the ensemble methods and individual algorithms used are appropriate. Feature selection 
techniques can improve some machine learning models by appropriately removing features, and 
the algorithms used match the data distribution with MMRE 0,84. 

Keywords: Ensemble method, feature selection, individual model, software maintainability

INTRODUCTION
The capacity of a software product to 
satisfy explicit or implicit needs under 
predetermined circumstances is known as 
software quality. Although it cannot be 
assessed directly, software maintainability 
can be predicted using a model built on 
several internal software quality factors. 
(Land, 2002).
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One measure of maintainability is maintenance effort, often gauged by the extent of 
changes needed (Alsolai & Roper, 2020). Accurate predictions of maintainability can aid 
decision-making, improve maintenance efficiency, compare project productivity and costs, 
and help with resource allocation (Elish & Elish, 2009). Various studies have proposed 
models using techniques like general regression neural networks (GRNN) (Thwin & Quah, 
2005), Bayesian network (Koten & Gray, 2006), k-nearest neighbors (KNN) (Alsolai et al, 
2018), and artificial neural networks (ANN) to predict software maintainability. However, 
many of these models still fail to meet accuracy standards (Alsolai & Roper, 2020). A reliable 
method to enhance model accuracy is by employing ensemble models, which integrate 
multiple individual models. (Alsolai et al, 2018). Feature selection techniques can also 
enhance model performance (Kumar et al., 2019).

This study uses a publicly available software maintainability dataset from the Zenodo 
repository, developed by Hadeel Alsolai , which includes Java-based, class-level data from 
five different software systems. This research utilizes larger and more up-to-date datasets 
in various programming languages to enhance the generalization and effectiveness of 
maintainability prediction models. Feature selection techniques are applied to identify 
the most relevant metrics, and ensemble models are also considered. Model performance 
will be evaluated using regression metrics and compared to models from previous studies.

MATERIALS AND METHODS

Research Methodology

This research utilizes a framework that refers to several previous studies and has been 
modified for the model creation process, which will then be evaluated using various 
related formulas to measure model performance. The proposed framework in this study 
is illustrated in Figure 1. Each generated model is obtained from the implementation of 
the 10-fold cross-validation technique, thus undergoing generalization capability checks.

Dataset

The datasets that used in this study is shown in Table 1. The dataset has 17 independent 
features. These features are shown in Table 2.

Table 1 
Dataset

Datasets Number of Class
Eclipse JDT Core 695
Eclipse PDE UI 1209
Equinox Framework 276
Lucene 539
Mylyn 1537
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Table 2 
Metrics on the software maintainability prediction dataset

Lack of 
Cohesion in
Methods 
(LCOM)

Number of
Children 
(NOC)

Depth of 
Inheritance
Tree (DIT)

Coupling 
Between
Objects (CBO)

Response for
Class (RFC)

Weighted 
Method
Count (WMC)

FanIn FanOut Number of 
Attributes
(NOA)

Number of 
Attributes
Inherited 
(NOAI)

Lines of Code
(LOC)

Number of 
Methods
(NOM)

Number of 
Methods
Inherited 
(NOMI)

Number of 
Private
Attributes 
(NOPRA)

Number of 
Private
Methods 
(NOPRM)

Number of 
Public
Attributes 
(NOPA)

Number of Public Methods 
(NOPM)

Evaluation Metrics

The evaluation metrics used include MMRE, MAE, and Pred. Each metric plays a crucial 
role in addressing regression problems. This study uses several accuracy measurements for 
the predictive model, as shown in Table 3. The more precise the prediction model created, 
while utilizing MMRE and MAE measurements, the smaller the resultant value. (Kumar 
et al., 2019). Meanwhile, the prediction model generated for Pred(q) data is more accurate 
the higher the obtained value. (Koten & Gray, 2006).

Figure 1. Purpose method
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Table 3 
Regression evaluation metrics

No Metrics Formula Description
1 Magnitude of 

Relative Error 
(MRE)

𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖 =
|𝑦𝑦𝑖𝑖 − 𝑦𝑦�𝑖𝑖 |

𝑦𝑦𝑖𝑖
 

Using 
𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖 =

|𝑦𝑦𝑖𝑖 − 𝑦𝑦�𝑖𝑖 |
𝑦𝑦𝑖𝑖

 
 to represent the actual value and 

𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖 =
|𝑦𝑦𝑖𝑖 − 𝑦𝑦�𝑖𝑖 |

𝑦𝑦𝑖𝑖
 

 to represent the predicted value, MRE 
calculates the absolute difference between the 
two values, divided by the actual value.

2 Mean 
Magnitude of 
Relative Error 
(MMRE)

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 =
1
𝑛𝑛
�𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖

𝑖𝑖=𝑛𝑛

𝑖𝑖=1

 
 MMRE means the average value of MRE

3 Mean Absolute 
Error (MAE) 𝑀𝑀𝑀𝑀𝑀𝑀 =

1
𝑛𝑛
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𝑦𝑦𝑖𝑖
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𝑦𝑦𝑖𝑖
 

 
for the anticipated value, MAE calculates the 
mean of the absolute differences between the 
two values.

4 PRED (Pred(q))
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃(𝑞𝑞) =

𝑘𝑘
𝑛𝑛

 The Pred function calculates the proportion 
of a dataset's examples where the MRE is less 
than or equal to a specified threshold, q. In this 
case, n is the total number of instances in the 
dataset, k is the number of instances having an 
MRE less than or equal to q, and q is a defined 
value.

RESULT AND DISCUSSION

Based on Figure 2, it is known that with the implementation of the bagging ensemble 
method on individual models, the resulting performance does not always improve. There 
are several algorithms whose performance decreases on certain datasets, such as the RT 
algorithm on the Lucene dataset and the M5Rules algorithm on the Eclipse JDT Core, 
Eclipse PDE UI, and Mylyn datasets. However, for some algorithms on certain datasets, 
such as M5Rules, MLP, ANN, and RT, there is a significant performance improvement. 
Generally, the SVR algorithm improves performance on all datasets, although not 
significantly. The ANN algorithm improves performance on four out of five datasets.

Based on Figure 3, it is known that with the implementation of the AdaBoost ensemble 
method on individual models, the resulting performance does not always improve. The 
results show that the ANN algorithm has the best performance on almost all datasets 
compared to other models in terms of the MMRE metric. The best performance was shown 
on the Lucene dataset with an MMRE of 0.78.

Table 4 shows that feature selection techniques improve the performance of some 
algorithms and decrease the performance of others. However, in these individual models, 
the performance improvement is more dominant compared to the performance decline. 
The result of 12 selection features are CBO, FanIn, FanOut, LCOM, NOA, LOC, NOM, 
NOPRA, NOPRM, NOPM, RFC and WMC.
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Figure 2. Performance individual model and 
ensemble bagging model

Figure 3. Performance of the individual model and 
the ensemble adaboost model

Table 4 
Performance model with selection feature

Models MMRE
Lasso 
Regression

Eclipse JDT 
Core

Eclipse PDE 
UI

Equinox
Framework

Lucene Mylyn

KNN 3.06 4.58 6.86 19.76 4.97
Regression Tree 11.57 3.77 6.63 4.90 4.21
Multilayer
Perceptron

2.57 2.28 3.63 4.55 2.45

M5Rules 2.71 2.13 4.81 4.59 3.08
SVM 3.16 2.23 5.61 2.54 1.74
ANN 0.92 0.98 0.88 0.97 0.96

Based on the results obtained by implementing feature selection techniques on the 
dataset, feature selection techniques can either improve or decrease the performance of 
machine learning models. The features removed, the algorithm used, data distribution, 
and data characteristics influence the outcomes of machine learning model creation using 
feature selection techniques. If the removed features are appropriate and the algorithm used 
is suitable for the data distribution, then the model’s performance will improve. Conversely, 
if the removed features are not appropriate and the algorithm is unsuitable for the data 
distribution, then the model’s performance will decline.

CONCLUSION

Based on the results obtained by implementing the ensemble method on individual models, 
it indicates that not all ensemble models improve individual models. Ensemble models can 
enhance individual models provided that the ensemble method and the individual algorithm 
used are appropriate, along with good data distribution.
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Based on the results obtained by implementing feature selection techniques on the 
dataset, feature selection techniques can either improve or decrease the performance of 
machine learning models. The features removed, the algorithm used, data distribution, 
and data characteristics influence the outcomes of machine learning model creation using 
feature selection techniques.
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